Dear DULC members,
Thanks for your enthusiastic response on the proposed lexical database project. Assuming that we will be using SIL Shoebox for our work, the following issues need to be considered:
1. Obtaining a suitable license for the software so that it can be used by the entire group without violating any copyrights.
2. Training. An excellent tutorial is now available for Shoebox. But I think it's not in the public domain. A training workshop needs to be organized to get people started on Shoebox and Keyman, and also to sort out certain issues like transliteration conventions etc. I would be more than happy to make available my keyboard definitions to all, but I am not sure that everybody would be able to use them without some training/introduction.
3. We need to know who will be working on what and set up working groups accordingly, perhaps each under a group leader/coordinator.
4. We need to initiate a discussion on the format of records in the database, and whether we would initially like to confine our work to say verbs only. By now many of you might have looked at Alice Davison's Hindi verb database on the web. That could very well serve as the point of departure for our discussions. Personally, I would like to
see synthesized voice and morphological analysis added to what is already there. Other suggestions are, of course, welcome.
That bring us to the main issue that I wish to discuss in this message: computational analysis/synthesis of speech. Acoustic phonetics, which flourished in some of our
linguistics departments once upon a time is on the decline. This may even be an understatement. Today there may be just one or two linguistics departments in the country where some acoustic phonetics is studied and taught. The elaborate machinery that used to be required for the acoustic study of speech may have contributed to it's decline. But there is ample reason to try and reverse the situation now and reclaim a field of inquiry that is rightfully ours.
Today one needs little more than a PC and a headset microphone to conduct teaching and research in acoustic phonetics. One does require elaborate, sophisticated software, but fortunately, much of that is available in the public domain. Praat, Emulabel, Snack, Wavesurfer, Festival,Mbrola etc. are all excellent in their respective domains. Almost every linguistics department has PC's now, and a headset microphone with acceptable performance costs around $50 or Rs.2,500. To begin with, even a much less expensive ordinary mic will do. Shure and Sennheiser are two standard brands. Ladefoged's little book "Elements of Acoustic Phonetics" is excellent reading and provides pretty much all you need to know in order to get started. The easy availability of PC's has had such a major impact on thestudy acoustic phonetics and so radically changed the way it is conducted that I think the field, as we know it today,should be renamed as "computational phonetics".
Like computational lexicography, computational phonetics too, feeds technology. Speech synthesis is an area that has been receiving a lot of industrial attention and
support. I am not suggesting that we should concentrate only on "applied" areas, but merely underscoring the fact that theoretical study of speech has immediate industrial
applications. There are two major components in speechsynthesis: NLP (sometimes called "text processing", particularly by the technical people working in the area) and signal processing. In the last fifty years we have learnt a lot about signal processing. NLP is a relatively younger discipline; and though there has been a lot of progress there as well, much remains to be done. The job of NLP is speech synthesis is to translate ordinary machine-readable texts into unambiguous phonetic representations that speech synthesizers can interpret. The output of the NLP component feeds the so-called speech synthesizer. At present there are several decent speech synthesizers available in the public domain, but where are the NLP modules for Indian languages? I know only of Peri Bhaskararao's work on Hindi. Are there others as well? It should be particularly easy to develop such modules for our languages in view of the phonemic consistency of ou orthographic conventions. 

Synthesis can be concatenative or formant-based. The latter is more technical and difficult, and the former is what most people practice today. In concatenative synthesis
one stores bits and pieces of recorded speech and puts them together to generate new utterances. It is, however, not as simple as it appears to be, because putting together or articulating speech in this manner is a bit like putting back together pieces of broken ceramics with crazy glue - the joints must be camouflaged. The signal processing people have developed several techniques for smoothening the joints and adjusting power or amplitude mismatches between adjacent segments. We needn't worry about that. The major challenge in concatenative synthesis is figuring out how to add natural stress and intonation contour to synthesized speech. 

How do you figure out from a piece of written text the manner in which it needs to be articulated? There are impossible cases like the following pair in Bangla:
(a) tumi KI kheyecho?
"what have you eaten?" 

(b) tumi ki KHEyecho?
"Have you eaten?"
(a) is a constituent question and bears primary sentential stress on the question-word; (b) on the other hand, is a yes/no-question and bears primary stress on the
first syllable of the verb. The synthesizer must know, and the NLP component must provide, information on where the stress should be. While it seems impossible to extract this information from the written text in this case, a tiny bit of linguistic knowledge will help in cases like the following: 

(c) *tumi KI haSchile?
"*What were you laughing?" 

(d) tumi ki haSchile?
"Were you laughing?" 

The constituent-question interpretation of the string of words "tumi ki haSchile?" is ruled out because "haSa" (to laugh") is an intransitive verb. By looking at the verb the
NLP component can rule out the interpretation (and hence the stress pattern) indicated in (c). Even such minimal linguistic intervention can make a massive difference to the quality of synthesized speech. Acoustic engineers do not have the necessary expertise to work on these problems, but we do. And there's much to do. My encounters with technical people in the field have convinced me that further enhancement of the quality of speech generated by text-to-speech systems can only be effected by improving its NLP component. This is, by the way, true of fields like machine translation as well, but that's another story. 

The technical research community working on synthesis is starving for information on language-specific stress and intonation patterns in Indian languages. They need us to work on algorithms to mark up written texts with such information. These marked up texts could then go directly into their synthesizers. We have just initiated a research
endeavor in collaboration with speech and computer scientists at the Tata Institute of Fundamental Research and IIT Mumbai to experiment with a method of concatenative
synthesis that adopts a "linguistic" approach to the problem. The results of our initial experiments have been excellent. The attached wave file "karshan.wav" contains three recorded words followed by a synthesized one. As a native speaker of Bangla I find it difficult to distinguish between the first three and the last. No power normalization or smoothening technique was applied on the synthesized word. Once these techniques are implemented the quality should improve further. 

I think this message has become rather long, and some members may resent my cluttering up their mailboxes in this way. Please let me know if in future I should keep
my messages short. Perhaps the moderators of this list could filter out such messages and post them in an area that could be accessed by interested readers without putting others into inconvenience. 

Best regards,
Gautam

